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• LLM is an artificial intelligence program, that can recognize and generate text, 

among wide range of tasks

• Pre-trained on large amount of data

• Transformer architecture : encoder and decoder with self attention capabilities

• Question answering, summarization, translating languages, complete sentences

Llama 3.1 : 8B and 70B parameters, 128K maximum prompt size

LLMs introduction



• Not up-to-date information

• Re-train could take long time, and expensive

• Hallucinations

• No domain-specific information

• Citation / Explainability

LLM’s limitations 



• Retrieval-Augmented Generation

• Advanced technique in Q&A systems, and Chatbots

• Combines retrieval and generation process to enhance the capabilities of LLMs

• Retrieve relevant information from a knowledge base

• Retrieved information is used generate coherent and contextually relevant 

responses

⇒ Empowers an LLM with accurate and up-to-date informations

RAG Introduction 



Motivation

● accelerate search, and question 

answering

● Q&A with natural language

● use external resource 

● update knowledge dynamically

● explainability, citations

RAG - mechanism



RAG - retrieval part



RAG - retrieval part



● Challenges
○ noisy (OCR) data
○ Hungarian language

RAG - retrieval part
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Closest relevant parts

RAG - retrieval part



• Problems with embedding
• too large documents →performance 

reduction
• Chunking

• split large documents →nodes
• Enhance retrieval performance

• handle overlapping information
• rerank retrieved nodes
• improve with preprocessing the OCRed 

text quality

Retrieval - Preprocessing



• Motivation
• combine embedding models / retrieval methods (also 

with classical retrieval methods, like BM25)
• use more expensive model

• Commercial solutions
• Cohere, Colbert, etc.

• LLM based solutions
• expensive, but ideal for postprocessing

Retrieval: reranking 



• Motivation
• combine embedding models / retrieval methods (also 

with classical retrieval methods, like BM25)
• use more expensive model

• Commercial solutions
• Cohere, Colbert, etc.

• LLM based solutions
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Advanced retrieval
• Store document hierarchies
• Metadata filters + auto retrieval

Retrieval: reranking 



MNL (National Archives of Hungary)
● 20 documents
● 59 chunks
● 60 questions

News (hun/eng)
● 636 articles
● 1272 chunks
● 2533 questions

Retrieval benchmark



● retrieval
○ bge-m3 modell (576m parameter)
○ embedding size: 1024

● augmented
○ with top 5 

● generation
○ llama3.1 (8b parameter)

● data
○ daily news from 1922 november
○ ~300 documents ~2100 news
○ ~600 chunk (with chunk size 1024)

Ollama hosts models Open WebUI web interface

Our current setup and work in progress…



Compare embedding models

Question: "Who was elected to the House of Commons in London, 
and when?"

Nomic-embed-text 

● High confidence (0.78)
● Answer:  "The text does not provide any information about who was elected 

to the House of Commons in London and when."

BGE-M3

● Finds the related part
● Answer: "The text reveals that the following were elected to the House 

of Commons in London:
● 42 Conservative candidates

27 Liberal candidates

…"



Compare metadat extractions

Question: "What do you know about Sir W. Horwood? And who was 
he?"

keyword extraction

● find the related part:

"The text reveals that Sir W. Horwood was the head of the London police. 
According to the text, he fell ill on Thursday evening during the 
preparations for a banquet and had to be taken to the hospital…"

summary extraction

● answer:  

"The text excerpt does not mention Sir W. Horwood, so there is no 
available information to answer the question."

● noisy ocr data -> unreliable summary



Future work
scale to larger data

● quatize models
● distill knowledge
● etc.

More complex knowledge representation

● knowledge graph
● hybrid search (keyword+embedding)
● etc.

finetune models on our data

● embedding
● LLM

Thanks for your Attention!
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